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1. INTRODUCTION

The rapid development of information technology has made the internet an integral part of everyday life. One
of the main media for accessing the internet is Wi-Fi networks, which are widely used in various environments,
such as campuses, offices, shopping centers, and residential areas. Ease of access and connection speed are the
main requirements for users. However, as the number of users increases and their activity patterns diversify, the
challenges in managing Wi-Fi networks are increasingly complex .[1] The activity patterns of Wi-Fi users can
vary widely, from accessing social media, streaming videos, playing online games, to downloading or uploading
large files. These variations create different bandwidth requirements for each user group. If not managed properly,
this can cause an imbalance in network usage, which results in a decrease in service quality, especially during
peak usage times .[2]

Another problem is the inability of network managers to monitor usage in real-time. This makes it difficult to
know which users require more bandwidth or who tend to consume more resources than they should[3] . This
imbalance can disrupt the experience of other users, which in turn affects the overall quality of service.
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To overcome these challenges, analysis is needed that can provide insight into user activity patterns. One
method that can be used is clustering with the K-Means algorithm, which is one of the techniques in data mining[4]
. This algorithm is effective in clustering data based on certain characteristics, such as connection duration, data
volume, access frequency, dominant access time, and access location. By utilizing the K-Means algorithm, service
providers can identify groups of users with similar activity patterns and design more targeted network
management strategies .[5] This research aims to cluster Wi-Fi users based on their activity patterns using the K-
Means algorithm. The results of this research are expected to provide solutions in managing Wi-Fi networks more
efficiently, improving user experience, and supporting decision-making in the development of need-based internet
services. Through this research, it is expected that network managers can make better decisions in resource
distribution, so that service quality is maintained and users are satisfied.

2. METHOD

This study was conducted to cluster Wi-Fi network users based on their activity patterns using the K-Means
algorithm. The data used includes connection duration, data volume used, access frequency, dominant access time,
and access location. The research process involved the following stages:

1. Data Collection: Data was collected from 10 Wi-Fi network users with the following attributes:
Connection Duration: Average connection time in hours.
Data Volume: Total data used in GB units.
Access Frequency: The number of accesses in a given period.
Dominant Access Time: Most access time (morning, afternoon, evening, night).
Access Location: The dominant location where users access the network.
2. Data Normalization: The data is normalized using the min-max normalization method to ensure that all
attributes are in the range [0, 1], so that each attribute has equal weight in the distance calculation.
3. Initial Centroid Determination: Three initial centroids are randomly selected from the normalized dataset:
o Cl1:[0.04,0.07, 0.14, 0.33, 0.25] (based on Data 2).
o (C2:[1.00, 1.00, 1.00, 0.67, 0.50] (based on Data 3).
o (C3:[0.21,0.24, 0.43, 1.00, 1.00] (based on Data 6).
4. Euclidean Distance Calculation: The distance of each data to the centroid is calculated using the formula:

=4 Z(mg — )

Where is the i-th data attribute value and is the i-th centroid attribute value.

O O O O O

5. Cluster Determination: Each data is grouped into the cluster with the shortest distance to the centroid.
Calculation of New Centroid: The new centroid is calculated as the average of all the data in each cluster.

7. Tteration: Steps 4 to 6 are repeated until the centroid position does not change significantly.

.

3.  RESULTS AND DISCUSSION

The following is a detailed K-Means clustering calculation, explained in a simple way.

3.1. Initial Data

The data to be used as input for clustering is as follows:

ID CDO:;;I::;;EH Data Volume  Access Frequency AE:;?:I%I:;C Access Location
1 8.5 3.2 5 3 (Night) 1 (Campus Area)
2 1.0 0.8 2 2 (Afternoon) 2 (Cafe)

3 12.0 7.5 8 3 (Night) 3 (House)
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4 0.5 0.3 1 1 (Morning) 4 (Office)

5 5.0 1.2 3 2 (Afternoon) 1 (Campus Area)
6 3.0 2.0 4 4 (Afternoon) 5 (Public Park)
7 9.0 5.0 6 3 (Night) 3 (House)

8 2.5 1.0 2 2 (Afternoon) 2 (Cafe)

9 6.0 2.8 5 4 (Afternoon) 1 (Campus Area)
10 4.0 1.5 3 1 (Morning) 4 (Office)

3.2. Data Normalization

To equalize the scale between features, the data is normalized using the Min-Max Scaling method:

o — €T — 1'1111‘1(:{:}

max(x} — min(x}
Normalization result (example Connection Duration feature):
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After all the features are normalized, the data becomes like this:

ID Connec.tion Data Volume  Access Frequency Domina.nt Access Location
Duration Access Time
1 0.68 0.40 0.57 0.67 0.00
2 0.04 0.07 0.14 0.33 0.25
3 1.00 1.00 1.00 0.67 0.50
4 0.00 0.00 0.00 0.00 0.75
5 0.39 0.12 0.29 0.33 0.00
6 0.21 0.24 0.43 1.00 1.00
7 0.73 0.64 0.71 0.67 0.50
8 0.18 0.10 0.14 0.33 0.25
9 0.50 0.35 0.57 1.00 0.00
10 0.32 0.17 0.29 0.00 0.75

3.3. Centroid Initialization
Randomly, three data are selected as the initial centroids. For example:
e Centroid 1 (C1): Data ID 2 [0.04, 0.07, 0.14, 0.33, 0.25]

e  Centroid 2 (C2): Data ID 3 [1.00, 1.00, 1.00, 0.67, 0.50]
e Centroid 3 (C3): Data ID 6 [0.21, 0.24, 0.43, 1.00, 1.00]
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3.4. Data Grouping
Calculate the Euclidean distance between each data to the centroid, with the formula:
e DataltoCl:0.9389, to C2:0.9473,to C3:1.1726
e Data2to Cl1:0.0000, to C2: 1.6444, to C3: 1.0739
e Data3toCl:1.7262, to C2: 0.0000, to C3: 1.2675

3.5. New Centroid Calculation

After all the data is clustered to the nearest centroid, calculate the average of each feature for the data in
the cluster as the new centroid:

C

f:Em
N

e CI1:[0.196,0.094, 0.172, 0.198, 0.370]
e (2:[0.865, 0.820, 0.855, 0.670, 0.500]
e (3:[0.465,0.333, 0.570, 0.890, 0.333]

3.6. Clustering Result
After the iteration is complete, here are the results of grouping the data into three clusters:
e Low Activity Cluster: Data 2, Data 4, Data 5, Data 8, Data 10

e  Medium Activity Cluster: Data 1, Data 9
e High Activity Cluster: Data 3, Data 6, Data 7

ID Cluster
1 2
2 1
3 3
4 1
5 1
6 3
7 3
8 1
9 2
10 1

Clustering Wi-Fi users based on their activity patterns using the K-Means algorithm. From the results of the
clustering process, users were successfully grouped into three main clusters based on different activity patterns,
namely light cluster, medium cluster, and heavy cluster. Each cluster reflects the unique characteristics of users
who have different levels of network usage.

1. Lightweight Cluster
This cluster consists of users with short connection duration, low data volume, and infrequent access
frequency. Most users in this cluster access Wi-Fi networks in locations such as cafes or offices with
access times predominantly in the morning to afternoon. These characteristics indicate that users in the
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light cluster tend to use Wi-Fi networks for simple activities, such as browsing or accessing social media
for a short period of time.

2. Medium Cluster
Users in this cluster have moderate activity patterns with moderate connection duration and data volume,
and relatively regular access frequency. The dominant location of users in this cluster is the campus area,
indicating that they use the Wi-Fi network for academic or work needs with moderate intensity. The
dominant access time varies, ranging from noon to evening.

3. Heavy Cluster
The heavy cluster consists of users with long connection duration, high data volume, and frequent access.
The majority of users in this cluster access the Wi-Fi network from home, which shows intensive usage
patterns such as streaming videos, playing online games, or downloading large files. Access times are
predominantly at night, which is the peak time of network usage.

The clustering process starts with data normalization to ensure all attributes are in the same range, so that the
weight of each attribute in the Euclidean distance calculation is balanced. After that, an initial centroid is randomly
selected, and a distance calculation is performed to determine the initial cluster. This process is repeated several
times until the centroid is stable and does not undergo significant changes .[6]

4. CONCLUSION

The conclusion of this study shows that clustering Wi-Fi users based on activity patterns using the K-
Means algorithm can provide significant insights in network management. By grouping users into different
clusters-light, medium, and heavy-service providers can more effectively allocate bandwidth and improve service
quality. This research also highlights the importance of understanding variations in user activity patterns to avoid
imbalances in resource usage, which can affect the overall user experience. The clustering results are expected to
support data-driven decision-making in the development of better internet services.
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