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1. INTRODUCTION

Nowadays, image data processing is an important aspect in various sectors, such as health, education,
and creative industries, because of the potential of visual data in providing valuable information is very high
as in agriculture, especially in the recognition and analysis of fruits. this technology has a strategic role to
improve efficiency, quality, and productivity. The main processes in image analysis include segmentation to
separate important areas in the image and object identification to properly classify image elements.

Segmentation methods using the K-Means Clustering algorithm have been widely applied to group
pixels based on attributes such as color and image intensity[1]. However, the problem that often arises is the
high computational power requirement, especially when handling large datasets. To overcome this, this
research utilizes MiniBatchKMeans, which is a lighter version of K-Means with lower memory consumption
and higher processing speed. This approach is particularly suitable for real-time applications that require high
efficiency. Such segmentation has proven to be effective in various applications, including pattern
recognition[2].

In addition, advances in machine learning technology open up opportunities to use pre-trained models
such as MobileNetV2, which is known for balancing high accuracy and computational efficiency. The
MobileNetV2 model can be used to improve accuracy in object recognition on complex images[2].

In this research, MobileNetV?2 is used for feature extraction from fruit images, which are then further
processed with FAISS (Facebook Al Similarity Search). FAISS technology allows object matching to be
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performed quickly and accurately, thus supporting application performance on large datasets with a high level
of complexity.

This research resulted in a graphical interface (GUI) based application designed using Tkinter. The
application allows users to upload images and perform various operations, such as segmentation with
MiniBatchKMeans, image conversion to grayscale, thresholding to detect object edges, and fruit identification
using the MobileNetV2 model. The application interface is designed to be easy to operate by various groups,
ranging from academics to practitioners in the field of agricultural technology[3].

This application is designed to meet the needs of visual analysis in various situations, such as fruit
classification based on shape and color, defective fruit detection, and other visual data analysis. Image analysis
using K-Means Clustering can be applied in various fields, including health and agriculture."[3]. By integrating
the latest technology, this application not only offers an efficient solution but also presents a reliable tool to
support precision agriculture. The results of this research are expected to contribute to the development of the
technology-based agricultural sector, especially in promoting sustainability and production efficiency[4], [5].

This study aims to develop an application that integrates K-Means Clustering algorithm and
MobileNetV2 pre-trained model for image segmentation and object identification. Segmentation and
classification methods are key elements in fruit image processing. Segmentation aims to separate the main
object (fruit) from the background, while classification serves to recognize the type of fruit based on certain
visual characteristics. In this study, the K-Means Clustering algorithm is used for image segmentation, due to
its ability to group pixels based on color similarity. On the other hand, the MobileNet V2 model, a deep learning
architecture based on convolutional neural network (CNN), was chosen to perform fruit identification due to
its efficiency in generating lightweight and accurate models.

Previous research has shown that the combination of clustering-based image processing methods and
deep learning can produce a high level of accuracy in object classification[6], [7]. However, there are
challenges in integrating clustering-based segmentation with deep learning-based classification models,
especially in terms of parameter optimization and processing speed. Therefore, this study aims to develop an
image processing-based application that combines K-Means for segmentation and MobileNet V2 for fruit
identification, and evaluate the performance of the model in terms of efficiency and accuracy.

2. METHOD

This application was designed and developed using the Python programming language. Python was
chosen due to its high flexibility and rich ecosystem of libraries. Some of the main libraries used include
OpenCV for image processing, sklearn for the application of clustering algorithms, TensorFlow for the
implementation of MobileNetV2 pre-trained models in feature extraction, FAISS (Facebook Al Similarity
Search) for fast and efficient object matching, and Tkinter for graphical user interface (GUI) development.
This combination of technologies was chosen with computational efficiency, ease of integration between
components, and optimal functionality in mind. Each component has specific roles that complement each other,
allowing the application to perform complex functions such as image segmentation, feature extraction, and
real-time object identification with minimal resource consumption[8].

The process begins with the user uploading image data through a Tkinter-based GUI that is intuitively
designed to be user-friendly. The uploaded images are then processed using the MiniBatchKMeans algorithm,
which performs segmentation with higher efficiency than the standard K-Means algorithm. The segmentation
process aims to separate important areas of the image, such as parts of the fruit based on color attributes or
pixel intensity. After the segmentation process is complete, the system performs feature extraction using the
MobileNetV2 model implemented through the TensorFlow library. MobileNetV2 was chosen for its ability to
extract image features with a high level of accuracy while maintaining efficient use of computational
resources[5]. The extracted features are then compared to a reference dataset using FAISS, a vector-based
search library that enables fast and accurate object matching, even on large datasets. This matching process
results in a corresponding object category or label, which is then displayed to the user through a GUI. Based
on [9], the use of the MobileNetVV2 model for object identification is proven to provide a high level of accuracy
in agricultural image recognition, which further supports the effectiveness of this model in agricultural image
processing applications.

The evaluation stage was conducted to assess the performance of the application from various aspects,
including processing speed, identification accuracy, and user interface convenience. The processing speed is
evaluated by measuring the time required for image segmentation, feature extraction, and object matching on
various datasets with different sizes and complexities. Identification accuracy is measured by comparing the
application's classification results against ground-truth data labels using evaluation metrics such as precision,
recall, and F1-score.
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Ease of use of the interface was also a major focus in the evaluation. To measure this, testing was
conducted by several users with different backgrounds, ranging from academics, practitioners, to general users.
They were asked to provide feedback regarding the experience of interacting with the application, the level of
clarity of the interface, and the efficiency of the application's workflow. Based on this feedback, improvements
were made to the interface design to ensure the application could be used comfortably and effectively.

These stages are designed to ensure that the application is not only technically efficient but also
practical and relevant to user needs. With this approach, this research is expected to produce a superior image
processing solution, both in terms of performance and functionality.

3. RESULTS AND DISCUSSION

The developed application successfully fulfills the research objectives with the following main
features:
a. Image Segmentation

Image segmentation is a process in image processing to divide or separate a digital image into simpler
parts or segments. The aim is to simplify analysis by highlighting certain areas or objects in the image that are
of particular interest. Image segmentation remains an important step in visual data analysis that impacts the
performance of other identification tasks[10].

MiniBatchKMeans uses the K-Means algorithm as its base but with some modifications to improve
computational efficiency, especially when working with large datasets. As a more simplified and optimized
version MiniBatchKMeans has certain advantages and limitations, for example for Computational Efficiency
it only processes a small subset of data (mini-batch) at each iteration, making it faster than standard K-Means,
especially for large datasets as well as its scalability which allows it to reduce memory requirements as it does
not store the entire dataset in each iteration. Not only that, in the identification process MiniBatchKMeans
tends to have a faster convergence time because working with mini-batches, the iteration time is shorter,
although it may require additional iterations for full convergence.

The K-Means algorithm has proven effective in digital image segmentation, providing satisfactory results
in clustering pixels based on color attributes[7]. MiniBatchKMeans is used to efficiently cluster pixels based
on color features. This technique reduces the processing time by 75% compared to regular K-Means. The
segmentation results in clear groupings, facilitating further analysis such as pattern recognition or other image
processing[11]. The segmentation results also show consistency in different types of images, including images
with complex color variations. With these capabilities, applications can be applied to various fields such as
medical image analysis, security surveillance, and pattern recognition in scientific research.

Previous research shows that MiniBatchKMeans can maintain good performance even when using
smaller batches of data[9], [12], [13]. This implementation supports image analysis with limited resource
requirements, making it relevant for applications on low-specification devices. In addition, it provides
flexibility in handling larger datasets without sacrificing performance. The K-Means method provides
consistent segmentation results on various types of images with different color complexities [13].

Figure 1. Segmentation Result

b. Thresholding and Grayscale

Converting images to grayscale helps simplify visual analysis especially in medical applications, such as
tumor detection or tissue analysis. Thresholding techniques are used to separate objects from the background
based on pixel intensity. With Gaussian Blur, noise in the image can be minimized resulting in a smoother
image and improved accuracy in further analysis. This feature can also be applied to the manufacturing
industry, for example in automated product inspection to ensure the quality of goods.
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Figure 2. Thresholding (a) and Grayscale (b) Result

This feature has been applied in many studies, such as in the fields of automated manufacturing inspection
and optical character recognition. The advantages of intensity-based thresholding make it an effective choice
for this application. The implementation of Gaussian Blur in the preprocessing stage also shows the ability to
improve thresholding results by reducing noise interference from complex backgrounds. In addition, this
feature can be used as an initial step in further image data analysis such as training deep learning-based object
detection models.

c.  Obiject Identification

MobileNetV2 is used as the feature extraction model due to its efficiency in processing images with high
accuracy. FAISS integration enables fast feature matching for large datasets. The use of MobileNet in fruit
image recognition provides significant efficiency in the identification process. In this study, the system
successfully recognized objects with up to 95% accuracy for a well-structured dataset. In addition,
MobileNetV2's ability to capture hierarchical features from images provides an advantage for recognizing
objects that have complex characteristics.

This combination is relevant for various applications, such as face recognition-based security systems or
pattern recognition applications in industrial automation systems. Based on other research, FAISS shows
superior performance in vector-based search compared to traditional methods[14], In addition, the integration
of FAISS provides advantages in handling real-time search scenarios, where response time is critical, such as
in security and e-commerce applications. With further optimization, this feature can be applied to loT-based
systems to improve operational efficiency in various sectors.

Prediksi: Anggur

Proses Grayscale dan Thresholding selesai.

Figure 3. Identification Result

d. User Interface

The Tkinter-based GUI is designed to allow users with varying levels of technological expertise to use
the app. With features such as image upload, result preview, process description, the app also provides an
intuitive user experience. This increases the app's adoption potential in various operational environments. In
testing, most users stated that the app was easy to use, even by those without a technical background.

The interface evaluation showed that 85% of users found the app easy to use without additional training.
Simple yet effective interfaces such as this have been shown to improve the accessibility of technology in
various sectors[15]. Usability Engineering. Morgan Kaufmann.). In addition, the results preview feature
provides transparency to the user about the process performed, increasing confidence in the results provided
by the application. This interface also has the potential to be integrated with mobile devices or web-based
platforms, enabling wider accessibility for users from different locations.
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e.  Effect of Processing Speed with GPU and CPU

Processing speed is one of the determining factors in digital image processing, especially in tasks that
involve large data volumes and high complexity. In this research, tests were conducted to compare the
processing speed between GPU (Graphics Processing Unit) and CPU (Central Processing Unit). Based on the
test results, processing using a GPU takes an average of 36 ms/step, while a CPU takes an average of 355
ms/step. This difference in processing time gives a clear picture of the GPU's superiority in handling intensive
computations.

GPUs are designed with a parallel architecture that is capable of processing thousands of threads
simultaneously, making them more efficient in handling massive workloads such as deep learning model
training or image processing. On the other hand, CPUs have an advantage on tasks that require flexibility and
management of sequential tasks. However, for applications that rely heavily on parallel calculations, CPUs
often show limitations.

e Processing Speed with GPU (36 ms/step)

The use of the GPU in this test showed very efficient results, with an average processing time of only 36
ms per step. This speed is achievable because the GPU utilizes thousands of small cores designed to work
simultaneously. In this context, GPUs provide significant advantages when used for feature extraction using
the MobileNetVV2 model on large datasets. This GPU efficiency not only speeds up processing, but also allows
the use of more complex models without any performance degradation[16].

The speed achieved by GPUs is particularly relevant for real-time applications such as security

surveillance, facial recognition systems, or product quality inspection in the manufacturing industry. In these
situations, fast response time is the key to success, and GPUs are able to meet these needs.
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Figure 4. Image identification time with GPU

These results are in line with research conducted by S. Mittal in “A Survey on Optimizations for Deep
Learning on GPUs” (2020), which states that GPUs have become the main device for deep learning model
training and inference due to their highly efficient parallel architecture[17]. In modern applications that involve
large data processing, such as autonomous vehicles or Al-based recommendation systems, GPUs are the first
choice. In addition, another study by Jouppi et al. (2018) in “In-datacenter performance analysis of a tensor
processing unit” also supports these findings, showing that specialized hardware such as GPUs and TPUs
(Tensor Processing Units) provide significant performance improvements over traditional CPUs[18].

The advantages of GPUs are also supported by software developments such as CUDA and TensorFlow
that are optimized for this hardware. This combination of hardware and software creates an ideal ecosystem
for the development and deployment of Al-based applications.

e Processing Speed with CPU (355 ms/step)

In contrast, testing with CPUs showed an average processing time of 355 ms per step. Although slower
than GPUs, CPUs are still relevant for tasks with small to medium datasets or in the early development stages
of an application. The CPU architecture consisting of a small number of powerful cores allows flexibility in
handling different types of tasks, including tasks that do not require intensive computing.

However, for large-scale data processing, the CPU shows obvious limitations. In this test, the time taken
by the CPU was almost 10 times longer than that of the GPU. This indicates that using the CPU for intensive
computing may impact time efficiency and productivity.
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Figure 5. Image identification time with CPU

4. CONCLUSION

This research successfully developed an image processing application for fruit segmentation and
identification by integrating K-Means Clustering algorithm and MobileNetV2 model. The segmentation
process using MiniBatchKMeans proved to be effective in reducing computational load, enabling efficient
image processing even on low-specification devices. Compared to the standard K-Means algorithm,
MiniBatchKMeans can reduce processing time by 75%, making it a relevant solution for real-time applications.
The resulting segmentation shows good consistency on various types of images with different color
complexities.

The MobileNetVV2 model was used for feature extraction due to its ability to balance efficiency and
high accuracy. With an accuracy rate of up to 95% on structured datasets, the model is able to recognize objects
well, including fruits with complex characteristics. The feature matching process is performed using FAISS, a
vector-based search library that supports high-speed processing of large datasets. The combination of
MobileNetV2 and FAISS provided satisfactory results in various test scenarios, especially for real-time object
identification tasks.

The Tkinter-based user interface is designed to be intuitive and easy to use by a wide range of people,
from academics to practitioners, as well as general users with no technical background. The app includes
features such as image upload, automatic segmentation, grayscale conversion, thresholding, and object
matching. In the interface test, the majority of users stated that the app is easy to use without the need for
additional training, making it a potential tool for adoption in various sectors.

The evaluation results show that this application fulfills the research objective of providing an efficient
and effective image processing solution. The processing speed using the GPU reached an average of 36 ms per
step, much faster than processing with the CPU, which required 355 ms per step. This confirms the importance
of utilizing supportive hardware for applications that require high speed.

With the results obtained, this research makes a significant contribution to the development of image-
based technology for the agricultural sector and other industries. This application can be used for fruit
classification, product quality analysis, and pattern recognition in industrial automation. This research is
expected to be the foundation for the development of similar technologies that are more complex in the future,
as well as having a positive impact in encouraging efficiency and sustainability in various fields.
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