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1. INTRODUCTION

Understanding of lecture material is one of the important factors that influence students' academic
success. The level of students' understanding of the lecture material not only reflects the quality of teaching,
but also illustrates the effectiveness of the learning methods applied. In the context of the Informatics Study
Program, the challenges faced often involve the complexity of materials such as algorithms, programming, and
data analysis, which require in-depth understanding and analytical skills. However, variations in students'
learning abilities, backgrounds, and learning styles are often factors that cause differences in the level of
understanding between individuals [1].

Based on previous research, many students have difficulty understanding the basic concepts that are
the foundation of Informatics courses, which ultimately affect their academic results. Data from an internal
survey at one university showed that more than 40% of Informatics students faced difficulties in courses that
focused on algorithmic logic and data structures. This highlights the importance of developing a system that
can effectively analyze students' level of understanding to support more targeted learning and personalized
teaching strategies [2].

One innovative approach to addressing this challenge is to use the k-means clustering method. This
technique, which is part of data mining, can group students based on their level of understanding of the course
material. By grouping student data into clusters based on certain characteristics such as test scores, quiz results,
and engagement in class discussions, this method allows educators to understand the underlying patterns of
variation in understanding among students [3].
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Previous studies have shown the effectiveness of k-means clustering in educational data analysis. For
example, this method has been used to identify student performance patterns and design learning programs
tailored to individual needs [4]. In the context of the Informatics Study Program, the application of k-means
clustering can provide deeper insight into the factors that influence students' level of understanding of the
course material.

This study aims to examine the application of the k-means clustering method in analyzing academic
data of Informatics Study Program students. By grouping data from assessment results, surveys of
understanding of the material, and student participation in the learning process, this study is expected to provide
relevant information for lecturers to design more effective teaching methods. The results of this analysis can
also be used to identify groups of students who need special attention so that appropriate interventions can be
carried out. Through this data-based approach, this research seeks to contribute to improving the quality of the
learning process in academic environments, supporting the development of student potential to the maximum,
and creating a more inclusive and effective educational ecosystem [5].

2. METHOD
This study uses the k-means clustering method to analyze the level of student understanding of the
Informatics Study Program course. The steps taken are as follows:
1. Data Collection
Student academic data is collected, including assessment results such as exam scores, quiz scores, and
participation in class discussions. This data is used to determine student characteristics in the grouping.
2. Initial Centroid Determination
The initial centroid is randomly determined for each cluster. Each centroid represents a specific cluster,
with initial data including courses such as Computer Organization & Architecture, Intelligent Systems,
and others.
3. Distance Calculation
Using the Euclidean distance formula, the distance between each student data and the initial centroid is
calculated. The formula is :

D(Sl' Cl) = \/(Sla - Cla)2 + (Slb - Clb)2+(Slc - Clc)z + .. (Sln - Cln)2

Student data is grouped into clusters with the closest distance.

4. New Centroid Calculation
After the data is grouped, a new centroid is calculated based on the average value in each cluster.

5. Iteration
Steps 3 and 4 are repeated until there is no significant change in the data grouping (centroid stability). In
this study, iteration was carried out until the third iteration, where the results showed no change in the
centroid.

6. Clustering Results
Students are grouped into four clusters based on their level of understanding of the course. Each cluster
reflects the category:

1. Very Good
2. Good

3. Enough

4. Not Good

7. Result Analysis
Based on the clustering results, the distribution of students' level of understanding is analyzed to identify
courses that require special attention. The percentage of students in each category is calculated to provide
insight to educators.

3. RESULTS AND DISCUSSION

In this section, the research results are explained and the discussion is given. After the data has been
successfully collected, the data can be presented in the form of a table to provide a clear and organized picture
of the information analyzed. Furthermore, the data in the table will be used in the calculation process to obtain
optimal grouping results.

3.1. Data Collection
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After the data has been successfully collected, the data can be presented in the form of a table to
provide a clear and organized picture of the information analyzed.

Table 1. Data on the Results of Students Understanding of the Course

EVALUASI MATA KULIAH (BERDASARKAN KUISIONER)

NO MATA KULIAH

1 2 3 4 5 6 7 8 9 10 11 12 13 14
1 Organisasi & Arsitektur Komputer 4,00 1,11 2,89 195 1,32 1,68 2,84 2,74 284 1,11 3,79 342 242 3,05
2 Rekayasa Perangkat Lunak 4,00 3,00 2,00 1,00 2,00 3,00 1,08 388 208 1,04 400 2,00 2,00 3,00
3 Manajemen Proyek TI 4,00 3,00 2,70 1,80 2,05 260 240 2,70 2,10 2,55 350 240 240 145
4 Analisa & Perancangan Sistem 4,00 3,70 4,00 2,70 2,00 2,50 240 260 2,50 235 3,00 2,70 2,90 3,00
5 Analisis Algorithma 4,00 3,91 340 3,60 3,20 3,00 320 3,60 3,00 3,10 3,00 320 3,82 3,55
6  Mobile Computing 4,00 284 253 242 258 263 2,68 263 263 232 258 274 2,79 274
7  Sistem Pakar 4,00 2,13 230 2,04 1,87 239 243 2,13 235 239 365 352 274 326
8  Data Warchouse & Data Mining 4,00 3,00 3,70 396 3,20 3,00 3,00 323 3,00 3,08 340 392 392 3,08
9 Sistem Cerdas 4,00 3,10 390 2,60 2,80 3,70 2,90 3,60 340 3,30 3,60 240 340 3,90
10 Komunikasi Data 4,00 262 3,61 257 243 276 2,14 229 2,19 2,62 2,76 295 2.8 290
11 Teori Bahasa Automata 4,00 2,68 2,8 291 291 295 286 2,55 2,68 2,68 295 268 273 3,05
12 Sistem Operasi 4,00 1,70 296 2,00 2,17 2,39 2,13 2,52 235 2,17 383 339 2,57 348
13 Basis Data 4,00 3,00 3,14 3,66 348 3,86 3,72 386 390 3,38 3,86 293 390 3.97
14 Riset Operasional 4,00 3,05 3,00 3,05 2,80 3,00 3,05 2,55 2,80 2,85 3,05 295 295 2,70
15  Pengembangan Berbasis Platform 400 1,32 289 195 147 1,79 284 274 284 1,26 3,79 342 242 305
16 Jaringan Komputer 4,00 3,93 393 267 341 3,52 400 396 2,85 3,59 230 3,00 2,19 3,00
17 Logika Fuzzy 4,00 3,00 3,80 2,40 290 3,20 3,80 4,00 230 3,00 4,00 2,00 2,00 2,00

3.2. Initial Centroid Determination

The initial cluster in this analysis is determined randomly to start the data clustering process. The
initial cluster selection is done by selecting a number of data points as the initial center (centroid) for each
cluster. This process aims to provide an initial basis for the k-means method to calculate the distance between
the data and the predetermined centroid.

Table 2. Initial Center Point of Each Cluster

Course 1 2 3 4 5 6 7 8 9 10 11 12 13 14
Organisasi &
Arsitektur 4 1,11 2,89 1,95 1,32 1,68 2,84 2,74 2,84 1,11 3,79 3,42 2,42 3,05
Komputer
Sistem
Cerdas 4 2,68 2,86 2,91 2,91 2,95 2,86 2,55 2,68 2,68 2,95 2,68 2,73 3,05
Teori Bahasa

4 3,1 3,9 2,6 2,8 3,7 2,9 3,6 3,3 3,3 3,6 2,4 3,4 3,9
Automata
Logika Fuzzy 4 3 3,8 2,4 2,9 3,2 3,8 4 3 3 4 2 2 2

3.3. Distance Calculation

Furthermore, this initial centroid is used in the first iteration to calculate the Euclidean distance of
each data to each centroid, which then becomes the basis for the initial clustering process. Using the Euclidean
distance formula, the distance between each student data and the initial centroid is calculated. The formula is :

D(5,,C) = \/(Sm = C1a)?* + (S1p — C1p)*+(S1c — C1c)2 + . i — C1n)2

With the calculation above, the results of the calculation of the distance of the cluster center for iteration 1

are obtained.
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Table 3. Results of Iteration Distance Calculation 1

Data c1 c2 c3 ca
1 0 3,377 4,504 4,373
2 3,833 3,925 4,543 4,284
3 3,393 2,421 3,767 2,724
4 3,589 1,95 2,633 3,099
5 6,408 4,179 3,065 4,35
6 3,089 0,998 2,93 3,083
7 2,19 2,136 3,579 3,895
8 5,643 3,738 2,919 3,95
9 4,504 2,368 0 2,912
10 3,171 1,203 3,089 3,453
11 3,377 0 2,368 2,782
12 1,926 2,248 3,37 3,727
13 5,25 3,072 1,949 3,728
14 3,633 0,724 2,332 2,693
15 0,318 3,101 4,243 4,13
16 5,361 2,882 2,674 2,634
17 4,373 2,782 2,912 0

After determining the initial centroid, the next step is to compare the distance of each course to each of the
predetermined centroids. This distance calculation is done using the Euclidean distance formula, where the
resulting distance reflects the relative proximity between the course and the cluster center. The courses are then
grouped based on the closest distance to a particular centroid. The grouping results are shown in the following
table:

Table 4. Cluster 1 Grouping Results

Cluster Course Amount
Cc1 1,2,12,15 4
Cc2 3,4,6,7,10,11,14 7
Cc3 5,8,9,13 4
ca 16,17 2

The results of the clustering analysis show that Cluster C2 has the largest number of members, namely 7
courses. This indicates that Cluster C2 is the cluster with the highest data density, which illustrates the strong
similarity of characteristics between the courses included in this cluster. Meanwhile, Cluster C1 and Cluster
C3 each have 4 members. This number shows that both clusters are moderate in size, with a fairly significant
level of similarity between data, although not as dense as Cluster C2. This provides insight that the courses in
these two clusters have more varied patterns compared to Cluster C2. On the other hand, Cluster C4 is the
smallest cluster, only including 2 courses. This small number of members reflects that Cluster C4 groups
courses with more unique or specific characteristics compared to other clusters.

3.4. New Centroid Calculation

Then, determine the new cluster center based on the previous calculation results. This process is done
to identify a more representative midpoint of each cluster, which will later be used in the next iteration to
improve the clustering results.

Table 5. New Cluster Centers

Cluster | 1| 2 3 4 5 6 7 8 9 10 11 12 13 14
c1 41,78 | 269 | 1,73 | 1,74 | 2,22 | 2,22 | 2,97 | 253 | 1,4 | 385 | 3,06 | 235 | 3,15
2 4| 28 | 285 | 25 | 238 | 2,69 | 2,69 | 249 | 2,46 | 2,54 | 3,07 | 2,85 | 2,77 | 2,73
c3 4325|376 | 35 | 357 | 38 | 38 | 387 | 3,8 | 344 | 387 | 331 | 3,76 | 3,36
ca 4| 347 | 387 | 254 | 316 | 3,36 | 3,36 | 3,98 | 258 | 33 [ 315 | 25 | 21 | 25
3.5. Iteration

Then, recalculate in the same way as before. The grouping results obtained after this iteration are as follows:
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Tabel 6. Cluster 2 Grouping Results

Cluster Course Amount
C1 1,2,7,12,15 5
Cc2 3,4,6,10,11,14 6
c3 5,8,9,13 4
c4 16,17 2

Since the grouping results in the first and second iterations do not produce the same number, a third iteration
needs to be carried out by following the same procedure. The results found in the third iteration are as follows:

Table 7. Cluster 3 Grouping Results

Cluster Matkul Amount
C1 1,2,7,12,15 5
C2 3,4,6,10,11,14 6
c3 5,8,9,13 4
C4 16, 17 2

3.6. Clustering Results

In the second and third iteration tests, there was no change in the centroid value, indicating that the
clustering results in that iteration were stable and the same as the centroid in the previous iteration. This
indicates that the clustering process has reached convergence, where changes in the position of the cluster
center are no longer significant. Thus, the iteration process can be considered complete, and the final result is
the formation of 4 clusters that have been identified in 3 iterations. This process shows efficiency and
consistency in the formation of optimal clusters.

Table 8. Results of K-Means Clustering Analysis

Cluster No. Amount Course
1 1,2,7,12, 5 Organisasi & Arsitektur Komputer, Rekayasa Perangkat Lunak , Sistem Pakar,
15 Sistem Operasi, Pengembangan Berbasis Platform
5 3,4,6,10, 6 Manajemen Proyek Tl , Analisa & Perancangan Sistem , Mobile Computing,
11,14 Komunikasi Data , Teori Bahasa Automata, Riset Operasional
3 58,9 13 4 Analisis Algorithma , Data Warehouse & Data Mining , Sistem Cerdas, Basis
Data
4 16,17 2 Jaringan Komputer , Logika Fuzzy

3.7. Result Analysis

From the table above, it can be seen that the understanding of the course material "Very Good" is 29%
consisting of 5 courses, namely Computer Organization & Architecture, Software Engineering, Expert
Systems, Operating Systems and Platform-Based Development. The understanding of the course material
"Good" is 35% consisting of 6 courses, namely IT Project Management, System Analysis & Design, Mobile
Computing, Data Communication, Automata Language Theory, Operational Research, the understanding of
the course material "Quite Good" is 24% consisting of 4 courses, namely Algorithm Analysis, Data Warehouse
& Data Mining, Intelligent Systems and Databases. While the understanding of the course material "Less
Good" is 12% consisting of 2 courses, namely Computer Networks and Fuzzy Logic.
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4. CONCLUSION

Based on the results of the research conducted, it can be concluded that the application of the K-Means
method has proven effective in “Clustering Of Informatics Program Students Based On Understanding The
Material Using The K-Means Method”. By using this method, different patterns of understanding among
students can be identified, which can then be used as a basis for more targeted planning in the learning process.
In addition, the results of this clustering can provide deeper insight for policy makers in optimizing the
assessment system and designing educational strategies that are more adaptive to student needs, in order to
improve the quality of education in the academic environment.
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